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Network Backboning: 

The detection of the 
largest possible 

subset of nodes and 
the smallest possible 

subset of salient 
connections of a 

network.

Current data 
gathering allows for 

very granular output. 

When everything 
connects with 

everything else, how 
do we distinguish 

between true 
connections and 

noise-driven ones?
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In many real world networks, edge weights are broadly distributed, 
and they lack a meaningful characteristic.

Moreover, they are nontrivially coupled with topology: an edge 
weight is correlated with the weights of the edges sharing a node 
with it. If we set an arbitrary threshold, we prune from the network 
weakly connected, but significant, portions of it. 
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State of the art method checks if an edge is significant for a node's 
average weight. Blue edges are stronger than red, so they are kept.

Noise-Corrected backboning sees an edge as a collaboration 
between both nodes. The hub usually connects with stronger 
weights, so the blue edges are unimportant, and the red one is kept.

We transform the count 
edge weights to control 
for unexpectedness.

All terms depend on Nij, 
estimating its variance 
with the delta method 
gives us the variance 
of the correction.

We cannot reliably 
estimate the variance 
when evidence on 
nodes is sparse.

To account for this, we
make a Bayesian 
correction. We define a 
threshold on the 
variance for different 
noise tolerances.
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The NC backbone 
outperforms when 

the edges have 
significant noise (left, 

from synthetic 
networks).

In all real-world 
networks tested, NC 
provided the highest 

predictability boost 
(bottom).

We create an occupation similarity network based on skills & tasks.
When using it to predict job switchers we obtain r = .454, 30% 
higher gain than the current state of the art.


